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Introduction

The primary goal of pattern classification is
supervised or unsupervised classification. The most
popular method is the k-nearest neighbors(kNN)
classifier[1] and k-means classifier which the basic
algorithms have already developed in pass 50
years[2]. Principal Component Analysis (PCA)[3] and
Fisher Discriminant Analysis (FDA) [4] are two
popular algorithms to achieve dimensionality
reduction seek and exploit the inherent structure in
the data, but in an unsupervised manner to classify
data using less information. This can be useful to
visualize data or to simplify data which can then be
used in a supervised learning method. As the result,
we show the most popular data classification
algorithms and dimension reduction algorithms
apply on MINIST written digit data.

Objective

«+» Compare the test error and key points (k) of kNN
and local k-means classifier.

Apply PCA and FDA on MINIST data.

«» Apply weighted to give closer neighbors more
voting weights.
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Find the optimal combination.

K-Nearest Neighbors Local k-means

Figure 1. kNN and k-means classifier.

¢ K-nearest neighbors algorithm is a non-parametric
method used for classification and regression.

¢ Local kmeans classifier is use the k nearest points in
each class to represent the corresponding.
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Figure 2. PCA and FDA dimensionality reduction.

¢ PCA is an unsupervised dimensionality reduction
approach.

¢ FDA is a supervised dimensionality reduction
approach
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Cross validation vs Knn and local kmeans
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Figure 3. Cross Validation-kNN, kNN, Cross Validation-local kmeans

and k-means Classifier.

¢+ Determining the optimal key point (k) by the smallest test error.

Distance option atfect the classification
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Figure 4. kNN classifier with different distance + PCA.
+¢ The Euclidean distance gives a smallest test error.
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Figure 5. kNN classifier + Weighted.

+¢ The closer neighbors more voting weights.

*» The Common weights including linearly decaying weights,
inverse weights, and squared inverse weights.

+** Weighted kNN classifier gives smaller test error.

PCA applied on local kmeans
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Figure 6. local kmeans classifier + PCA.

«»+ The efficiency is increased and less time-consuming after apply

PCA60 with k-means classifier.

Apply FOA on Different Classifier
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Figure 7. FDA + kNN/ weighted kNN/ local k-means Classifier.

¢ The efficiency is significantly increase after apply FDA but the

accuracy is decreased.

01 PCA and FDA application in writton digit dassification
1M
hiE
0.7 ik
& am __ mwrightedimn
M oam _ mrcAkan
3 W PO Wesghle knn
e Hialknn
0.03 Hiwrighted knn
i — N — sloclKnes
voL 1A Ll Rarscarrs
o TR 51 sl kmaans
5 ® &£ &
: 5 g
& _ﬁg s g"? & 4 smallest test
i ¥ F o aF el
& o &
s & #FF crmor
A e
& &F & W

Figure 8. Results Summary.
%+ In kNN classifier, the PCA60 + weighted kNN has highest
accuracy.

¢ In local k-means classifier, the PCA60 + local k-means has the

highest accuracy.

kNN and k-means Application in Written Digit Classification
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Figure 9. Error Images of PCA + local kmeans application
on MINIST data set.

Conclusion

¢+ Both kNN and local k-means classifier are powerful
tool in data classification.

¢ The k-meam:s classifier has higher accuracy (smaller
test error) but less efficiency (time consuming) then
kNN classifier.
« In kNN classifier the Euclidean distance gives a smaller
test error, especially, with PCA dimension reduction.
¢ Weighted kNN increase the accuracy especially linearly
decaying weight in this study. The combination of
weighted kNN + PCA can both increase efficiency and
accuracy.

¢ PCA unsupervised dimensionality reduction approach
is powerful tool on remove the ‘noise’ data and
increase the efficiency and accuracy.

¢ Although FDA is such powerful tool on increase
efficiency but the accuracy is sacrificed too much.

¢ Overall, the PCA + local kmeans combination would be
suggested in this study.
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